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Abstract: Design of Haar-like features for pattern recognition is currently carried on fully empirically. Users of this kind of features 
can whether rely on a fix set of general purpose features, or they can design new ones that according to their own criteria could better 
capture the pattern to be detected. As a result of this approach, different programmers generate different features. In this paper, the 
authors introduce an algorithm based on convex set theory aimed at generating Haar-like features automatically. The algorithm 
generates Haar-like features by approximating close curves with rectangles up to some degree of precision defined by the user. The 
main input of the algorithm is a set of sample images already segmented, and the output is a set of Haar-like features templates ready to 
be applied. Although the idea is simple, it is sound, it provides good performance and most importantly, it constitutes a first step 
towards the automation of Haar-like features design. The authors validate experimentally the efficiency of their method by detecting 
the eye optical nerve in retinal images. Results of the experimental work suggest that it is possible to get a detection performance 
similar to that obtained by Viola and Jones using the typical Haar-like features, but with fewer and automatically generated features. 
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1. Introduction 

Object detection is an essential, though challenging 

vision task. It plays an important role in many 

applications such as image search and scene 

understanding. 

The main goal of object detectors is to find image 

sub-regions containing instances of the object of 

interest. This can be achieved, for example, by 

analyzing pure image intensities (pixel values), 

geometrical forms (edges, circles), or colors. 

Nevertheless, for complex objects with a strong 

appearance variation, Haar-like features have been 

widely used [1], since they represent information 

about the object that is not explicitly present in the 

image. 

In 2001, Viola and Jones introduced a machine 

learning framework based on Haar-like features with a 

real-time object detection scheme [2], capable of 

evaluating any Haar-like feature at any scale in constant 

time. Such framework is based on an efficient image 

representation called integral image, a boosting 

learning algorithm, and cascade classifiers. 

Although it is more than 10 years since this method 

was proposed, it is still being used for training robust 

systems which require fast patterns detection. It has 

been applied not only on face detection [3], but also to 

detect or recognize many other kind of objects such as 

pedestrians [4], hand gestures [5, 6], text within 

images [7], vehicle detection [8, 9], and even avatar 

face detection in virtual worlds [10]. 

According to the state of the art, Haar-like features 

are typically designed empirically based on the 

general shape and colors of the object to be detected. 

In this paper, we introduce an algorithm based on 

convex set theory aimed at generating optimal 

Haar-like features automatically. The main input of 

our algorithm is a set of sample segmented images of 

the object of interest, and the output is a set of 
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Haar-like features templates ready to be applied under 

Viola and Jones computational scheme. In Section 2, 

we give an introduction of Haar-like features, their 

current design and use. In Section 3, a detailed 

description of our algorithm and its basic properties, 

under some reasonable constraints, are given. In 

Section 4, we validate experimentally the efficiency of 

our method by solving a pattern recognition problem 

involving the detection of the eye optical nerve on 

retinal fundus images. Finally, in Sections 5 and 6, we 

discuss and conclude the paper explaining how our 

results suggest that it is possible to get a detection 

performance similar to that obtained by Viola and 

Jones using typical Haar-like features, but with fewer 

and automatically generated features. 

2. Haar-Like Features 

In computer vision, a feature is some information 

relevant for solving a task [11]. In general, a feature 

could be (a) the result of an operation between 

neighboring pixels in a region of an image, or (b) 

some specific structures in the image, going from 

simple points and borders to more complex things 

such a complete objects. The feature concept is very 

general and their selection is highly dependent on the 

problem to be treated [12]. 

Haar-like features are a special kind of image 

features introduced by Papageorgiou et al., as a 

general framework for object detection in 1997 [13]. 

They received their name from their similarity to Haar 

wavelets already introduced by Alfred Haar in 1910 

[14]. Being an over-complete set of two dimensional 

Haar functions, Haar-like features represent implicit 

object characteristics encoded in the pixel intensities 

of an image, indicating the presence or absence of 

such characteristics. 

Haar-like features consist of two or more 

rectangular regions contained in a template (Fig. 1). 

Traditionally, each region has an assigned weight, 

such that the sum of regions weight equals zero. For 

example, light regions weight equals 1, and dark regions 

 
Fig. 1  Haar-like features templates defining two-rectangle 
(vertical and horizontal), four-rectangle (diagonal) and 
three-rectangle features. 
 

weight equals −1. 

The feature value is the result of the template 

convolution on the pixel image. Due to the template 

weights, this value is calculated as the result of 

subtracting the sum of all pixel intensities in one 

region (dark region) from the sum of all pixel 

intensities in the other region (light region). 

The first basic Haar-like features proposed by 

Papageorgio et al., consisted of two-rectangle 

templates (vertical and horizontal) and a 

four-rectangle template (diagonal) [1]. 

Later in 2001, Viola and Jones proposed a 

three-rectangle feature [2], increasing the original set 

of features proposed by Papageorgiou. This expanded 

set of features, together with their novel concept of 

integral image and the use of the AdaBoost algorithm 

[15] in cascades of classifiers made possible the 

construction of a face detector with real-time 

performance. 

In 2002, Lienhart and Maydt extended the set of 

Haar-like features with a set of rotated features by 45° 

[16], where its computational time was constant as 

well as basic Haar-like features. Few years later, new 

rotated Haar-like features were proposed, this time 

with rotation angles of 26.5° and 63.5° [17]. 

In 2010, Pavani et al., proposed to replace the 

default weights assigned to the rectangles of the 

Haar-like features with optimal weights, maintaining 

the simplicity of the traditional ones, while being 

more discriminative [18]. This approach was applied 

to find cardiac structures from magnetic resonance 

imaging and for face detection, obtaining better 

accuracy and speed of detection. 

More recently, Haar-like features have also been 

applied with other machine learning classifiers to 

improve detection tasks performance. In 2013, Wei et 
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al. used the AdaBoost algorithm, Haar-like features, 

HOG (histogram of oriented gradients) descriptors, 

and SVM classifiers to obtain a higher speed 

pedestrian classifier [19]. A different approach, 

proposed by Nasrollahi et al. [20, 21], used a large set 

of Haar-like features to feed a PNN (probabilistic 

neural networks) with sets of 115 and 61 features, 

obtaining good results in a biometric recognition and 

face detection system. 

At present, Haar-like features are one of the most 

used concepts for real-time object detection. 

Nevertheless, all these have been designed empirically 

based on the experimental knowledge of the observer. 

In the next section, we introduce and algorithm for 

automatically computing optimal Haar-like features 

based on convex set theory and the shape of the 

pattern to be detected. 

3. Automatic Generation of Haar-like 
Features 

Let Z be a simple closed curve such that int(Z) is a 

connected, convex and bounded region, and let h be a 

horizontal line that cuts Z in at least two points. 

Let ݖଵ and ݖଶ be two points in the line h cutting 

the region Z, with ൣݖଵ൧௫ <  ଶ൧௫ and such distancesݖൣ

between ൣݖଵ൧௫ and ൣݖଶ൧௫ be a maximum, this is, for 

any other pair of points ݖଷ and ݖସ in which h cuts Z, 

we have ቚൣݖଶ൧௫ − ଵ൧௫ቚݖൣ ≥ ቚൣݖସ൧௫ −  ଷ൧௫ቚ  (1)ݖൣ

We take now the vertical lines ݒଵ and ݒଶ that go 

through the points ݖଵ and ݖଶ, respectively (Fig. 2), 

and consider the sets: 

A = {ܽ ∈ ܴ|ܽ is a cutting point between ݒଵ and Z} 

B = {	ܾ ∈ ܴ|ܾ is a cutting point between ݒଶ and Z} 

We have ܣ ≠ ∅ ≠ ܤ  given that at least ݖଵ ∈  ܣ

and ݖଶ ∈  .ܤ

Now, consider the sets: ܦ= {ฮݖଵ − ܽฮ, for all ܽ ∈ ଶݖ= {ฮܦ (2)      {ܣ − ܾฮ, for all ܾ ∈  (3)     {ܤ

and define ොܽ = max      (4) ܾܦ = max ܿ     (5)ܦ = min ൛ ොܽ, ܾൟ     (6) 

Thus, ܿ = (ܿଵ, ܿଶ) for ܿଵ = ଵ൧௫ݖൣ  or ܿଵ = ଶ൧௫ݖൣ , 

and some ܿଶ ∈ ܴ. 

Given the horizontal line h, we form the rectangle ܴ  with vertices in ݖଵ, ,ଶݖ ቀൣݖଵ൧௫, ܿଶቁ	 and 

ቀൣݖଶ൧௫, ܿଶቁ, as illustrated in Fig. 3. Notice that the 

area of that rectangle is 

(ܴ)ܣ  = ቀൣݖଶ൧௫ − ଵ൧௫ቁݖൣ ቚܿଶ −  ଵ൧௬ቚ    (7)ݖൣ

Now, consider all possible horizontal lines h that 

cut Z in at least two points, and the rectangles ܴ 

associated to them, we denote ℎmax= max	{ܣ(ܴ)|ℎ horizontal line that cuts Z 

in at least two points} 
 

 
Fig. 2  Line h is parallel to the x axis and is depicted in red, 

lines ࢜ and ࢜ are parallel to the y axis and are depicted 

in blue, and points ࢇෝ, ࢈ are depicted in grey. 
 

 
Fig. 3  Rectangle	ࢎࡾ. 



A Convex Set Based Algorithm to Automatically Generate Haar-Like Features 

  

67

ܴmax = ܴmax    (8) 

In summary, the proposed algorithm is 

Step 1. Draw a horizontal line h that cuts the curve 

Z in at least two points. 

Step 2. Draw the vertical lines ݒଵ and ݒଶ that go 

through the first and last cutting point of h with Z, 

sorted in ascending order of their x coordinate. 

Step 3. Pick the shortest vertical line contained in Z. 

Step 4. Complete the rectangle that has base h and 

height ݒଵ or ݒଶ, accordingly to the selected line in 

Step 3. 

Step 5. Repeat Steps 1 to 4 for all horizontal line h 

that cuts in at least two points Z, and choose the 

rectangle with biggest area. 

Theorem 1. Let Z be a simple close curve such that 

int(Z) is a convex region. ܴmax ⊂  .(ܼ)ݐ݊݅
Proof: Given that ݅݊ݐ(ܼ) is a convex region, it is 

enough to prove that all four vertices of ܴmax are 

contained in ݅݊ݐ(ܼ) to prove that the whole rectangle 

is also contained in ݅݊ݐ(ܼ). Let ݖଵ, ,ଶݖ ቀൣݖଵ൧௫, ܿଶቁ, 

and ቀൣݖଶ൧௫, ܿଶቁ  be the vertices of ܴmax  and ܾ = (ܾଵ, ܾଶ) constructed according to the algorithm. 

Without loss of generality, assume that ܿଵ =  ଵ൧௫ݖൣ

(the proof is analogous for the other side), then ܿ = ቀൣݖଵ൧௫, ܿଶቁ. With such construction we have that ݖଵ, ,ଶݖ ܿ ∈ ,ଶ൧௫ݖthus, we still need to prove that ቀൣ ,(ܼ)ݐ݊݅ ܿଶቁ ∈ (ܼ)ݐ݊݅ , but this is true given that 

ଶ൧௫ݖൣ ∈ ቂൣݖଵ൧௫, ଶ൧௫ቃݖൣ  and ܿଶ ∈ ቂൣݖଵ൧௬, ܾଶቃ  (if 

ଵ൧௬ݖൣ ≤ ܾଶ ), or ܿଶ ∈ ቂܾଶ, ଵ൧௬ቃݖൣ  (if ܾଶ ≤ ଵ൧௬ݖൣ ), 

with ܾଶ ∈ ܼ. Therefore, ܴmax ⊂  .(ܼ)ݐ݊݅
With this algorithm, given a horizontal line h, we 

have found the biggest rectangle contained in a region, 

having as its base the line h. However, that rectangle 

is not the biggest rectangle contained in the region. 

This issue can be solved by iteratively rotating the 

image and computing the rectangle, saving always the 

angle that produces the biggest rectangle. 

The resulting templates when our algorithm is 

applied to some basic geometric forms are shown in 

Figs. 4-6, for one square, one triangle and one circle, 

respectively. 

4. Experimental Validation 

To validate our algorithm we performed pattern 

recognition experiments on images of retinal fundus 

from the Standard Diabetic Retinopathy Database -- 

DIARETDBI [22] from the Technological University 

of Lapperanta (Finland). Some examples of the 

images are shown in Fig. 7. The classification 

problem consisted of detecting the presence or 

absence of the eye optical nerve in the image. 

We created our own database with a total of 100 

images of size 174 × 192 pixels (subsamples of 

original images). Fifty images are optical nerves and fifty 
 

 
Fig. 4  Resulting Haar-like feature template when the input 
image is a square, for n = 1. 
 

 
Fig. 5  Resulting Haar-like feature template when the input 
image is a triangle, for n = 4. 
 

 
Fig. 6  Resulting Haar-like feature template when the input 
image is a circle, for n = 5. 
 

 
Fig. 7  Some examples of retinal fundus images from the 
Standard Diabetic Retinopathy Database. 
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images are other structures of the retinal fundus, but 

the optical nerve. Some of these images are shown in 

Fig. 8. A training set with 90% of the images and a 

test set with the remaining 10% were separated. The 

training set contains forty-five positive samples 

(optical nerves) and forty-five negative samples (other 

retinal regions). The test set contains five positive and 

five negative samples. 

The experimental validation was performed using a 

10-fold cross-validation [23] and the standard 

AdaBoost algorithm [15]. The size of the Haar-like 

feature templates automatically generated were 

computed to be the same as the size of our database 

images, this is 174 × 192 pixels. 

In order to generate the Haar-like feature template, 

a representative optical nerve image from the positive 

sample collection was selected. This image was 

processed with the K-means algorithm (K = 2) to 

segment the main structure of the optical nerve. Later 

on, our method to automatically create the template 

was applied to the regions of the segmented image. 

The image selected and the resulting template are 

shown in Fig. 9. A mirrored version of the template is 

also used as a second Haar-like feature template for 

the detection experiments (Fig. 10). The 10-fold 

cross-validation results are given in Table 1. 

As we can observe, 10 different partition sets were 

used as test sets to validate the model. The false 

negatives are the subset of images containing the optical 

 

 
Fig. 8  Some images employed in our experimental work. 
From left to right, the first three images are optical nerves, 
and the remaining three are other retinal regions. 
 

 
Fig. 9  Original image and the resulting Haar-like feature 
template. 

nerve, but classified as non-containing it. The false 

positives are those images classified as non-having the 

optical nerve, but in fact they do contain the optical 

nerve. 

With the two Haar-like features templates 

automatically generated, the system detection rate is 

96% (mean), with sensitivity (true positive rate) of  

98% and specificity (true negative rate) of 94%. 

4.1 Comparative Experiment with Typical Haar-Like 

Features 

The typical Haar-like features, shown in Fig. 11, 

were employed to detect the optical nerve, under the 

same conditions as the automatically generated 

features presented before. The detection results are 

given in Table 2. 

With typical Haar-like features, the boosting 

algorithm has a detection rate of 92% (mean), with a 

sensitivity of 90% and a specificity of 94%. From 

Tables 1 and 2, it is clear that the two features 

automatically generated provide a higher performance 
 

 
Fig. 10  Haar-like feature template and its mirrored 
version. 
 

Table 1  Optical nerve detection results using the set of 
automatically generated Haar-like features and 10-fold 
cross-validation. 

Fold False negatives False positives Total error 

1 0/5 0/5 0/10 

2 0/5 0/5 0/10 

3 0/5 0/5 0/10 

4 0/5 0/5 0/10 

5 0/5 0/5 0/10 

6 0/5 0/5 0/10 

7 1/5 0/5 1/10 

8 0/5 1/5 1/10 

9 0/5 2/5 2/10 

10 0/5 0/5 0/10 
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Fig. 11  Typical Haar-like features. 
 

Table 2  Optical nerve detection results using the set of 
typical Haar-like features and 10-fold cross-validation. 

Fold False negatives False positives Total error 

1 0/5 0/5 0/10 

2 0/5 0/5 0/10 

3 0/5 1/5 1/10 

4 2/5 0/5 2/10 

5 0/5 0/5 0/10 

6 0/5 1/5 1/10 

7 1/5 0/5 1/10 

8 2/5 1/5 3/10 

9 0/5 0/5 0/10 

10 0/5 0/5 0/10 
 

than using the six typical features. One key fact may 

be the reduced number of features needed to improve 

the performance. On the other hand, using two 

features instead of six reduces the total time of the 

learning process to only one third of the total time. 

5. Discussion 

According to our experimental results, the 

automatic generation of Haar-like features seems to be 

very useful and effective. However, it also has some 

drawbacks. Next, we summarize some advantages and 

disadvantages of this algorithm. 

Advantages: First of all, the algorithm replaces the 

empirical design of the Haar-like features, which is 

very subjective to the decisions of the programmer, by 

an automatic method based on convex sets theory. 

Second, it gives the possibility of solving the pattern 

detection problem with fewer features, reducing the 

time used for training the classifier model. Finally, 

since the generation of the templates can be performed 

automatically, it is much more practical to apply as a 

general approach to different kind of patterns to be 

detected. 

Disadvantages: First, the final Haar-like feature 

templates generated by our algorithm tend to contain 

more rectangles than the typical templates. As a result 

of this the computation time of the feature is increased 

in the number of extra rectangles to be computed. 

However, we must not forget that the computation of 

a rectangle via integral images is constant 

independently of its dimensions. Second, it requires a 

previous computation process to generate the feature 

templates with complexity ܱ(݇ଶ). Finally, when the 

object to be detected appears in different shapes or 

positions, we will probably need to generate a 

representative Haar-like feature template for each of 

these shapes or positions. However, this is also a 

problem occurring currently with the typical 

templates. 

We have proposed an algorithm for the automatic 

generation of Haar-like features. This is to the best of 

our knowledge the first time that this problem is 

formally approached. It has been a common practice 

for many years to generate the feature templates by 

hand design or some programmers simply use the 

typical set of features proposed by Viola and Jones in 

2001 for detecting faces. 

Our method consists in approximating a convex 

region with the biggest rectangle enclosed in it. By 

focusing in the biggest rectangle we reduce the final 

number of rectangles needed to form a template and 

this reduces the computation of the final feature 

during training and testing. Since the algorithm to 

generate the templates is applied to a segmented 

image, a natural question that rises is: What is the best 

method to segment the image previous to the 

application of our algorithm? In our experiments we 

segmented the images using k-means and obtained 

good results, but this cannot be considered as the only 

or the best method to segment the images. 

6. Conclusions 

We introduced an algorithm based on convex set 

theory to automatically generate Haar-like features. 

We validated the effectiveness of our method 

experimentally by solving a detection problem. We 

tested the performance of our algorithm against 
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typical Haar-like features used in most 

implementations of the AdaBoost algorithm. Our 

10-fold cross-validation results suggest a better 

performance of our automatically generated features 

in 4% more than the typical templates. 
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